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Abstract—The age of globalization has changed the traditional 
single-facility manufacturing to multi-facility manufacturing system. 
This paper proposes a novel multi-objective multi-facility distributed 
job shop scheduling problem. The objectives are – 1) minimization of 
makespan and 2) minimization of tardiness of jobs. The proposed 
multi-objective problem is formulated with the aim of optimizing a set 
of time-related objectives in such scenario. The proposed problem 
has been solved by a nature-based technique and efforts have been 
exerted to make better use of the proposed nature based technique. A 
new mutation algorithm based on the mechanism of circular queue 
has been proposed and embedded in the proposed nature based 
algorithm. Experimental results show the effectiveness of the 
proposed solution technique for the proposed multi-objective 
problem. 
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1. INTRODUCTION 

The traditional production system is a single factory 
production system where all jobs are processed. With the 
increase of complexity in the manufacturing problems, the 
single factory system has been evolved into decentralized 
multi-factory system. Such distributed multi-factory system 
has several advantages including reduction in production cost, 
enhancement of production capability, proximity to the target 
market and so on. The current research study is a preliminary 
effort towards this direction. In the proposed distributed job 
shop situation, a set of identical factories is proposed. The jobs 
in a job order are distributed into the factories. Such problems 
are difficult to handle since two main decisions have to be 
taken – 1) allocation of jobs to factories and 2) scheduling jobs 
in each factory. The research problem as proposed in this 
paper deals with this type of problem where a bi-objective 
problem is proposed. The objectives are – 1) minimizing 
makespan and 2) minimizing tardiness of jobs. The processing 
time has been assumed to be triangular fuzzy numbers. The 
makespan here is the completion time of all jobs in a job order 

whose jobs have been distributed among the factories. The 
proposed bi-objective problem has been solved by a proposed 
nature-based algorithm. A circular mutation algorithm has 
been proposed and embedded into the proposed nature-based 
algorithm. 

2. LITERATURE REVIEW 

The existing literature shows some research studies on 
distributed job shop scheduling problems, although the 
number of research studies on multi-objective and multi-
facility job shop scheduling problem is really very few. Chan 
et al. [1, 2] also applied Genetic Algorithm for solving 
distributed flexible manufacturing problem. Jia et al. [3, 4] 
also proposed a distributed job shop problem and solved the 
proposed problem by Genetic Algorithm. Naderi and Ruiz [5] 
developed 6 different mathematical models on distributed flow 
shop scheduling problem. Behnamian and Fatemi Ghom [6] 
applied Genetic Algorithm to solve distributed parallel 
machine problem. Some of the other significant research 
studies include research studies of Gao [7], Liu and Gao [8], 
Gao et al. [9], Gao and Chen [10], Lin etal. [11], Wang et al. 
[12].  

3. PROBLEM FORMULATION  

Before presenting the formulation of the problem and the 
related explanations, the assumptions and notations are 
presented.  

3.1 Assumptions 

The basic assumptions are enlisted below. 
1. Each job visits all the machines in a factory 
2. Jobs are randomly allotted to the factories 
3. The starting time at which a job enters a factory is 

assumed to be zero which can represent any time of a day. 
4. Processing time of a job processed in a machine is a 

triangular fuzzy number. 
5. Due dates of the jobs are fixed. 
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3.2 Notations 

Decision Variables 

ifZ  : 1, if job i is allotted to factory f, 0 otherwise 

imfy  : 1, if job i is assigned to machine m in factory f 

ijmfx  : 1, if job j follows job i on machine m in factory f 

 
Parameters 
J  : Total number of jobs in a job order 
F  : Total number of factories 

fJ  : Total number of jobs allotted to factory f 

fM  : Total number of machines in factory f 

,i j  : Subscript for jobs 

m  : Subscript for machines 

fic  : Completion time of job i in factory f 

jmfS  : Starting time of job j on machine m in factory f 

jmfp  : Processing time of job j on machine m in  

  factory f 

ifT  : Tardiness of job i in factory f 

ifd  : Due date for job i in factory f 

 
3.3 Formulation of the Problem 
 

Minimize 
11 11 12 1max( , ,..., ),JZ c c c  

221 22 2 1 2max( , ,..., ),...,max( , ,..., )
FJ F F FJc c c c c c  (1) 

Minimize 2
1 1

fJF

if if
f i

Z Z T
 

  (2) 

Subject to the constraints: 

1,

1,
fJ

if jf imf jmf ijmf
i i j

Z Z y y x f
 

   (3) 

 

1

, ,
fJ

if jf ijmf imf
j

Z Z x y f i


    (4) 

 

1

1, ,
fM

imf
m

y f i


    (5) 

 

,fi jmf jmfc S p f    (6) 

 

1ijmf jimfx x   (7) 
 

if fi ifT c d   (8) 

Explanation 

Objective (1) minimizes the makespan of the entire job order 
J, consisting of several jobs which have been distributed 
among F factories. Objective (2) minimizes total tardiness. 
Constraint (3) ensures that only one job precedes each job. 
Constraint (4) conveys that if job j follows job i then both job i 
and job j belong to machine m, assuming that only one job 
follows a job and only one job precedes a job. Constraint (5) 
indicates that each job is assigned to exactly one machine. 
Constraint (6) means that the completion of job i is greater 
than or equal to the starting time of the job on machine m plus 
the processing time of the same job on the same machine. 
Constraint (7) ensures that either job i will follow job j or job j 
will follow job i. constraint (8) defines tardiness of job i. 

4. MODEL DESCRIPTION 

The formulated problem has been solved by a nature based 
algorithm where the only genetic operation is mutation. The 
purpose is to generate a large variety of sequences on which 
the makespan and tardiness depends. Thus, unlike the other 
genetics-based algorithms, this algorithm has only applied 
mutation. The overall algorithm is shown in Fig. 1. This 
algorithm is quite different from the general view of genetics-
based algorithms since the entire population represents a job 
order. Thus each run of the same developed model represents 
a separate job order. 

 
Fig. 1: Proposed Multi-Objective Nature-Based Algorithm. 

First the population is generated using algorithm shown in Fig. 
2. The genotype of the chromosomes is shown in Fig. 3. The 
sorting algorithm applied is the nondomination sorting. The 
mutation operation in this algorithm is responsible for 
increasing the variety of sequences in the population. The 
mutation algorithm applied is shown in Fig. 4. The Mutation 
algorithm just works like a circular queue as shown in Fig. 4. 
Fig. 5 clearly shows Mutation algorithm through an example. 
The original sequence in this example is 4 – 3 – 5 – 1 – 2. The 
Circular Mutation applies a circular motion to the left 
direction. As a result, each cell value shifts to left by 1 cell and 
since the motion is circular, thus the value of cell 1 shifts to 
the last cell. The algorithm continues till the last job in the 
entire job order. 
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Fig. 2: Algorithm  Fig. 3: Genotype of Chromosome. 
   for Initialization. 

 

Fig. 4: Mutation Algorithm. 

 

Fig. 5: Explanation of Mutation Algorithm. 

5. RESULTS AND DISCUSSION 

The experimentation has been done in a 2.8 GHz PC with 4 
GB RAM. The software used is Matlab. For experimentation, 
a total of 3 factories are assumed. The maximum number of 
machine per factory is assumed to be 6. The job order is 
assumed to contain 50 jobs. Since the formulated problem is a 
multi-objective one, thus the first result to show is the Pareto 
optimal solutions which are being shown in Fig. 6. The model 
developed in Matlab has been run for 100 times and the results 
of the best 20 runs have been noted in particular. 

In Fig. 6, the horizontal and vertical axes represent the 
tardiness of jobs and makespan respectively. The Fig. shows 
that the makespan is the lowest for factory 3 as the range of 
values of makespan for this factory is 0 – 25 whereas the 
range of values of makespan for factory 1 and factory 2 are 0 – 
40 and 0 – 60 respectively. The makespan here represents the 
aggregate of the completion times of all the jobs in a particular 
job order, whose jobs are distributed among the three 
factories. The completion time of all the jobs assigned to a 
particular factory at a particular time as well as the makespan 
of all the jobs in a job order are both measured. A sample of 
best sequence of operations for three individual factories for 
three best completion times and best tardiness is shown in Fig. 
7.  

 

Fig. 6: Pareto Optimal Solutions for Factory 1,  
Factory 2 and Factory 3. 

 

Fig. 7: A Sample of Best Sequence of Operations Representing 
Best Completion Time and Best Tardiness. 

Besides the minimum and average values of makespan for the 
three factories for the 20 different job orders representing 20 
runs is shown in Fig. 8. A sample Pareto Optimal solutions is 
shown in Fig. 9. 

   
Fig. 8: Minimum and Average   Fig. 9: Sample  
Values of Makespan for 20 Different    Pareto Optimal 

Job Orders    Solutions 

6. CONCLUSION 

This paper has proposed a distributed multi-objective job shop 
scheduling having two objectives – minimizing makespan and 
minimizing tardiness. The distributed manufacturing problem 
is defined by the distribution of the jobs in a job order into a 
set of identical factories. The processing times are assumed to 
be triangular fuzzy numbers. The proposed bi-objective 
problem has been solved by a multi-objective nature-based 
algorithm. The population in the proposed multi-objective 
algorithm represents a job order whose jobs are distributed 
among the factories. A new mutation algorithm has been 
proposed and embedded in the proposed multi-objective 
nature-based algorithm. The mutation algorithm works like the 
functioning of a circular chromosome where the genes in 
chromosome shift their position in a circular fashion.  

Although the research study in the distrusted job shop problem 
is not new in the existing literature, but the multi-objective 
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treatment of such problem is not at the significant level, as 
evident from the existing literature. the research study 
presented in this paper is an effort towards this direction with 
an aim of significant improvement of the algorithmic 
applications in this area of research. Thus the research study as 
proposed in this paper can be extended can be extended in 
order to make it closer to reality. 
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